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STA5002: Mathematical Statistics 

Assignment 2 Solution (Oct 18th – Oct 27th) 

 

Note: The solutions only serve as a reference. Some problems may have different methods to 

reach the same answer. 

 

1. Suppose the continuous random variables 𝑋 and 𝑌 have the joint PDF as (10 points) 

𝑓(𝑥, 𝑦) =
3

2
 

   for 𝑥2 ≤ 𝑦 ≤ 1, 0 < 𝑥 < 1. What is the conditional distribution of 𝑌 given 𝑋 = 𝑥. 

Solution: The marginal distribution of x is 

𝑓𝑥(𝑥) = ∫  
1

𝑥2

3

2
𝑑𝑦 =

3

2
(1 − 𝑥2), 0 < 𝑥 < 1, 

and thus the conditional distribution is 

𝑓𝑦|𝑥(𝑦|𝑥) =
𝑓(𝑥, 𝑦)

𝑓𝑥(𝑥)
=

3
2

3
2

(1 − 𝑥2)
=

1

1 − 𝑥2
, 𝑥2 ≤ 𝑦 ≤ 1. 

2. Suppose that the joint PDF of (𝑋, 𝑌) is  

𝑓(𝑥, 𝑦) = 𝑐√1 − 𝑥2 − 𝑦2, 𝑥2 + 𝑦2 ≤ 1. 

Find the marginal PDF 𝑓𝑋(𝑥)  and the constant 𝑐 . (iint: consider transformations liee 

𝑦 = 𝑎 sin(𝜃) when calculating the integral.) (10 points) 

Solution: The marginal PDF 𝑓𝑋(𝑥) is 

𝑓𝑋(𝑥) = ∫ 𝑓(𝑥, 𝑦)𝑑𝑦
∞

−∞

= 𝑐 ∫ √1 − 𝑥2 − 𝑦2𝑑𝑦
√1−𝑥2

−√1−𝑥2
. 

For fixed 𝑥, let 𝑦 = √1 − 𝑥2 sin(𝜃), and then 𝑑𝑦 = √1 − 𝑥2 cos(𝜃) 𝑑𝜃. Thus 

𝑓𝑋(𝑥) = 𝑐 ∫ √1 − 𝑥2 − 𝑦2𝑑𝑦
√1−𝑥2

−√1−𝑥2
= 𝑐(1 − 𝑥2) ∫ cos2(𝜃) 𝑑𝜃

𝜋/2

−𝜋/2

. 

As cos2(𝜃) = (cos(2𝜃) + 1)/2, it is not difficult to obtain 
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∫ cos2(𝜃) 𝑑𝜃
𝜋/2

−𝜋/2

=
1

2
∫ [cos(2𝜃) + 1]𝑑𝜃

𝜋/2

−𝜋/2

=
𝜋

2
. 

Therefore, 

𝑓𝑋(𝑥) =
𝑐𝜋

2
(1 − 𝑥2), −1 ≤ 𝑥 ≤ 1. 

Since the PDF should integrate to 1, we have 

1 = ∫ 𝑓𝑋(𝑥)𝑑𝑥
∞

−∞

=
𝑐𝜋

2
∫ (1 − 𝑥2)𝑑𝑥

1

−1

=
2𝑐𝜋

3
⟹ 𝑐 =

3

2𝜋
. 

⟹ 𝑓𝑋(𝑥) =
3

4
(1 − 𝑥2), −1 ≤ 𝑥 ≤ 1. 

 

3. For a stice with length 𝑎, randomly pice one point on the left-hand side and right-hand side 

of the middle point of the stice, respectively. Compute the probability that the distance 

between the two piceed points is less than 
𝑎

3
. (10 points) 

Solution: Let 𝑋 denote the distance between the point piceed on the left-hand side of the 

middle point and the left endpoint of the stice, and then 𝑋~𝑈(0, 𝑎/2). Let 𝑌 denote the 

distance between the point piceed on the right-hand side of the middle point and the left 

endpoint of the stice, and then 𝑌~𝑈(𝑎/2, 𝑎). Since 𝑋 and 𝑌 are independent, the joint 

PDF of (𝑋, 𝑌) is 

𝑓(𝑥, 𝑦) = {
4

𝑎2
, 0 < 𝑥 <

𝑎

2
,
𝑎

2
< 𝑦 < 𝑎

0,                          otherwise
. 

The probability to be computed is 𝑃(𝑌 − 𝑋 < 𝑎/3). The integration area is shown below 
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Therefore 

𝑃 (𝑌 − 𝑋 <
𝑎

3
) = ∫ ∫

4

𝑎2
𝑑𝑦𝑑𝑥

𝑎/3+𝑥

𝑎/2

𝑎/2

𝑎/6

=
2

9
. 

 

4. The joint PDF of the random variables 𝑋1 and 𝑋2 is  

𝑓𝑋1,𝑋2
(𝑥1, 𝑥2) = 𝑘 exp {− (

𝑥1
2

6
−

𝑥1𝑥2

3
+

2𝑥2
2

3
)} , −∞ < 𝑥1, 𝑥2 < ∞. 

Find 𝑘, 𝐸(𝑋1), 𝐸(𝑋2), Var(𝑋1), Var(𝑋2), Cov(𝑋1, 𝑋2) and Corr(𝑋1, 𝑋2). (10 points) 

Solution: By looeing at the form of 𝑓𝑋1,𝑋2
(𝑥1, 𝑥2), we find that it resembles the PDF of a 

bivariate normal distribution: 

𝑓(𝑥, 𝑦) =
1

2𝜋𝜎1𝜎2√1 − 𝜌2
exp {−

1

2(1 − 𝜌2)
[
(𝑥 − 𝜇1)2

𝜎1
2 − 2𝜌

(𝑥 − 𝜇1)(𝑦 − 𝜇2)

𝜎1𝜎2
+

(𝑦 − 𝜇2)2

𝜎2
2 ]}. 

Comparing the two PDFs, we have: 

𝜇1 = 0, 𝜇2 = 0, 2(1 − 𝜌2)𝜎1
2 = 6, 2(1 − 𝜌2)𝜎2

2 =
3

2
,
𝜎1𝜎2(1 − 𝜌2)

𝜌
= 3. 

Solving the equations, we obtain 

𝜌 =
1

2
, 𝜎1

2 = 4, 𝜎2
2 = 1 ⟹ 𝑘 =

1

2𝜋𝜎1𝜎2√1 − 𝜌2
=

1

2√3𝜋
, 

and 𝐸(𝑋1) = 𝜇1 = 0 , 𝐸(𝑋2) = 𝜇2 = 0 , Var(𝑋1) = 𝜎1
2 = 4 , Var(𝑋2) = 𝜎2

2 = 1 , 

Cov(𝑋1, 𝑋2) = 𝜌𝜎1𝜎2 = 1, Corr(𝑋1, 𝑋2) = 1/2. 

 

5. Suppose that (𝑋, 𝑌)  follows a bivariate normal distribution 𝑁(𝜇1, 𝜇2, 𝜎1
2, 𝜎2

2, 𝜌)  with 

𝜇1 = 𝜇2 = 0 , 𝜎1
2 = 1 , 𝜎2

2 = 2 , and 𝜌 =
1

√2
 . Let 𝑈 = 𝑎𝑋 + 𝑏𝑌 , 𝑉 = 𝑐𝑋 + 𝑑𝑌 , find the 

four equations that constants 𝑎, 𝑏, 𝑐, 𝑑 need to satisfy such that 𝑈 and 𝑉 are independent 

standard normal random variables (no need to solve the equations). (10 points) 

Solution: Based on the description, the joint PDF of (𝑋, 𝑌) is 

𝑓𝑋,𝑌(𝑥, 𝑦) =
1

2𝜋
exp {− [𝑥2 − 𝑥𝑦 +

𝑦2

2
]} . 

Consider the joint PDF of (𝑈, 𝑉), and the Jacobian is 
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𝐽 = |
𝑎 𝑏
𝑐 𝑑

|
−1

=
1

𝑎𝑑 − 𝑏𝑐
. 

The inverse transformations are 𝑋 = (𝑑𝑈 − 𝑏𝑉)/(𝑎𝑑 − 𝑏𝑐), 𝑌 = (𝑎𝑉 − 𝑐𝑈)/(𝑎𝑑 − 𝑏𝑐), 

and thus the joint PDF of (𝑈, 𝑉) is 

𝑓𝑈,𝑉(𝑢, 𝑣) = 𝑓𝑋,𝑌 (
𝑑𝑢 − 𝑏𝑣

𝑎𝑑 − 𝑏𝑐
,
𝑎𝑣 − 𝑐𝑢

𝑎𝑑 − 𝑏𝑐
) |𝐽| 

=
1

2𝜋|𝑎𝑑 − 𝑏𝑐|
exp {−

1

(𝑎𝑑 − 𝑏𝑐)2
[(𝑑𝑢 − 𝑏𝑣)2 − (𝑑𝑢 − 𝑏𝑣)(𝑎𝑣 − 𝑐𝑢) +

(𝑎𝑣 − 𝑐𝑢)2

2
]} 

=
1

2𝜋|𝑎𝑑 − 𝑏𝑐|
exp {−

1

(𝑎𝑑 − 𝑏𝑐)2
[(𝑑2 + 𝑐𝑑 +

𝑐2

2
) 𝑢2 − (2𝑏𝑑 + 𝑎𝑑 + 𝑏𝑐 + 𝑎𝑐)𝑢𝑣

+ (𝑏2 + 𝑎𝑏 +
𝑎2

2
) 𝑣2]}. 

For 𝑈 and 𝑉 to be independent standard normal random variables, we have 

𝑓𝑈,𝑉(𝑢, 𝑣) = 𝑓𝑈(𝑢)𝑓𝑉(𝑣) =
1

2𝜋
exp {−

(𝑢2 + 𝑣2)

2
}. 

For the two joint PDFs to be equal, constants 𝑎, 𝑏, 𝑐, 𝑑 need to satisfy the following four 

equations: 

|𝑎𝑑 − 𝑏𝑐| = 1, 𝑑2 + 𝑐𝑑 +
𝑐2

2
=

1

2
, 𝑏2 + 𝑎𝑏 +

𝑎2

2
=

1

2
, 2𝑏𝑑 + 𝑎𝑑 + 𝑏𝑐 + 𝑎𝑐 = 0. 

 

6. Suppose that we generate a random point (𝑋, 𝑌)  inside the unit dise as follows: we 

generate the radius 𝑅  from 𝑈[0,1] , and generate the angle 𝛩  independent of 𝑅  from  

𝑈[0, 2𝜋]. Then we let 𝑋 = 𝑅 cos 𝛩 and 𝑌 = 𝑅 sin 𝛩. Find the joint PDF of (𝑋, 𝑌) and the 

marginal PDFs of 𝑋 and 𝑌 respectively. (10 points) 

Solution: 

Since 𝑅 and Θ are independent, the joint distribution of 𝑅 and Θ is 

f𝑅,Θ(𝑟, 𝜃) =
1

2𝜋
, 0 ≤ 𝑟 ≤ 1, 0 ≤ 𝜃 ≤ 2𝜋, 

As  {
𝑥 = 𝑅cos Θ
𝑦 = 𝑅sin Θ    

, we have  

|𝐽| = |

𝜕𝑥

𝜕𝑟

𝜕𝑥

𝜕𝜃
𝜕𝑦

𝜕𝑟

𝜕𝑦

𝜕𝜃

| = |
cos 𝜃 − rsin 𝜃
sin 𝜃 rcos 𝜃

| =  r = √𝑥2 + 𝑦2 . 

Then the joint distribution of 𝑋 and 𝑌 is 
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𝑓𝑋,𝑌(𝑥, 𝑦) =
1

2𝜋
|𝐽|−1 =

1

2𝜋

1

√𝑥2 + 𝑦2
,  𝑥2 + 𝑦2 ≤ 1. 

The marginal distribution of 𝑋 is 

𝑓𝑥(𝑥) = ∫  
√1−𝑥2

−√1−𝑥2

1

2𝜋√𝑥2 + 𝑦2
𝑑𝑦

= ∫  
√1−𝑥2

0

1

𝜋√𝑥2 + 𝑦2
𝑑𝑦

=
1

2𝜋
log

(√1 − 𝑥2 + 1)2

𝑥2
, −1 ≤ 𝑥 ≤ 1.

 

Symmetrically, 

𝑓𝑦(𝑦) =
1

2𝜋
log 

(√1 − 𝑦2 + 1)2

𝑦2
, −1 ≤ 𝑦 ≤ 1. 

7. Assume that 𝑋~𝐸𝑥𝑝(1)  and 𝑌~𝐸𝑥𝑝(1)  are independent. Are 𝑈 = 𝑋 + 𝑌  and 𝑉 =

𝑋

𝑋+𝑌
 independent? Justify your answer. (10 points) 

Solution: Since 𝑋~𝐸𝑥𝑝(1) and 𝑌~𝐸𝑥𝑝(1) are independent, the joint PDF of (𝑋, 𝑌) is 

𝑓𝑋,𝑌(𝑥, 𝑦) = exp{−(𝑥 + 𝑦)} , 𝑥 > 0, 𝑦 > 0. 

{
𝑢 = 𝑥 + 𝑦

𝑣 = 𝑥/(𝑥 + 𝑦)
⟹ {

𝑥 = 𝑢𝑣
𝑦 = 𝑢(1 − 𝑣) ⟹ 𝐽 = |

𝑣 𝑢
1 − 𝑣 −𝑢

| = −𝑢𝑣 − 𝑢(1 − 𝑣) = −𝑢 . 

Moreover, 𝑢 > 0, 0 < 𝑣 < 1. Therefore, the joint PDF of (𝑈, 𝑉) is 

𝑓𝑈,𝑉(𝑢, 𝑣) = 𝑓𝑋,𝑌(𝑥, 𝑦)|𝐽| = exp{−(𝑥 + 𝑦)} 𝑢 = 𝑢𝑒−𝑢, 𝑢 > 0. 

Since 𝑓𝑈,𝑉(𝑢, 𝑣) can be decomposed as 𝑔(𝑢)ℎ(𝑣), where 𝑔(𝑢) = 𝑢𝑒−𝑢 and ℎ(𝑣) = 1, 

𝑈 and 𝑉 are independent. 

8. Suppose that an equipment consists of three electronic components of the same type and 

the equipment wores only if the three components are all woreing. It is enown that the three 

components wore independently, and their lifetime all follow 𝐸𝑥𝑝(𝜆) . Let 𝑇  be the 

equipment’s lifetime. Find the PDF of 𝑇 and compute 𝐸(𝑇). (10 points) 

Solution: Let 𝑇𝑖  denote the lifetime of the 𝑖 th component, 𝑖 = 1, 2, 3 . Then 𝑇1, 𝑇2, 𝑇3 

are independent and the CDF and PDF for each component are (𝑖 = 1, 2, 3) 

𝑓(𝑡) = 𝜆𝑒−𝜆𝑡 , 𝐹(𝑡) = 1 − 𝑒−𝜆𝑡 , 𝑡 > 0. 

By the description in the problem, we enow that 𝑇 = min{𝑇1, 𝑇2, 𝑇3}. So, the PDF of 𝑇 is 

𝑓𝑇(𝑡) = 3𝑓(𝑡)[1 − 𝐹(𝑡)]2 = 3𝜆𝑒−𝜆𝑡(𝑒−𝜆𝑡)
2

= 3𝜆𝑒−3𝜆𝑡, 𝑡 > 0. 
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This shows that 𝑇~𝐸𝑥𝑝(3𝜆) and naturally we have 𝐸(𝑇) = 1/3𝜆. 

9. Let 𝑋 be a continuous random variable with PDF that is symmetric about zero, and let 

𝑌 = 𝑆𝑋 , where 𝑆  is a discrete random variable independent of 𝑋  and has PMF 

𝑃(𝑆 = 1) = 𝑃(𝑆 = −1) = 0.5. Compute Cov(𝑋, 𝑌). Are 𝑋 and 𝑌 independent? Justify 

your answer. (10 points) 

Solution: By definition, 

Cov(𝑋, 𝑌) = 𝐸[(𝑋 − 𝐸(𝑋))(𝑌 − 𝐸(𝑌))] = 𝐸[(𝑋 − 𝐸(𝑋))(𝑆𝑋 − 𝐸(𝑆𝑋))]. 

Since the PDF of 𝑋  is symmetric about zero, 𝐸(𝑋) = 0 . In addition, 𝐸(𝑆) = 1 ⋅

𝑃(𝑆 = 1) + (−1) ⋅ 𝑃(𝑆 = −1) = 0. Moreover, as 𝑋 and 𝑆 are independent, so  

𝐸(𝑆𝑋) = 𝐸(𝑆)𝐸(𝑋) = 0 ⋅ 0 = 0. 

⟹ Cov(𝑋, 𝑌) = 𝐸[𝑋 ⋅ 𝑆𝑋] = 𝐸[𝑆𝑋2] = 𝐸(𝑆)𝐸(𝑋2) = 0. 

This shows that 𝑋 and 𝑌 are uncorrelated. iowever, they are not independent. Consider 

the joint CDF of (𝑋, 𝑌), by the total law of probability 

𝐹𝑋,𝑌(𝑥, 𝑦) = 𝑃(𝑋 ≤ 𝑥, 𝑌 ≤ 𝑦) = 𝑃(𝑋 ≤ 𝑥, 𝑆𝑋 ≤ 𝑦)  

= 𝑃(𝑋 ≤ 𝑥, 𝑋 ≤ 𝑦|𝑆 = 1)𝑃(𝑆 = 1) + 𝑃(𝑋 ≤ 𝑥, −𝑋 ≤ 𝑦|𝑆 = −1)𝑃(𝑆 = −1)

= {
0.5𝐹𝑋(min{𝑥, 𝑦}) + 0.5[𝐹𝑋(𝑥) − 𝐹𝑋(−𝑦)], if 𝑦 ≥ −𝑥

0.5𝐹𝑋(min{𝑥, 𝑦}),                                            if 𝑦 < −𝑥  
. 

Since the PDF of 𝑋 is symmetric about zero, 𝐹𝑋(−𝑦) can also be replaced by 1 − 𝐹𝑋(𝑦). 

As 𝐹𝑋,𝑌(𝑥, 𝑦) ≠ 𝐹𝑋(𝑥)𝐹𝑌(𝑦), 𝑋 and 𝑌 are not independent. 

10. A store sells a specific type of goods. The purchase quantity (进货量) per weee 𝑋 and 

customers’ demand on the goods per weee 𝑌  are independent random variables, both 

follow 𝑈(10,20). Suppose that the profit of the store obtained by selling one unit of goods 

is 1000 yuan. iowever, if the demand exceeds the purchase quantity, the store need to order 

goods from other stores, and the profit per unit of goods is 500 yuan in this case. Compute 

the expected profit per weee of the store by selling this type of goods. (10 points) 

Solution: Let 𝑍 denote the profit per weee of the store by selling this type of goods. By 

the description in the problem, 𝑍 = 𝑔(𝑋, 𝑌) with 

𝑔(𝑥, 𝑦) = {
1000𝑦,                            𝑦 ≤ 𝑥

1000𝑥 + 500(𝑦 − 𝑥), 𝑦 > 𝑥
= {

1000𝑦,          𝑦 ≤ 𝑥

500(𝑥 + 𝑦), 𝑦 > 𝑥
. 

Moreover, by the independence of 𝑋 and 𝑌, the joint PDF of (𝑋, 𝑌) is 

𝑓(𝑥, 𝑦) = {
1

100
, 10 < 𝑥, 𝑦 < 20

0,               otherwise
. 

Therefore: 
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𝐸(𝑍) = 𝐸[𝑔(𝑋, 𝑌)] = ∫ ∫ 𝑔(𝑥, 𝑦)𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦
∞

−∞

∞

−∞

=
1

100
∬ 1000𝑦𝑑𝑥𝑑𝑦

⬚

𝑦≤𝑥,10<𝑥,𝑦<20

+
1

100
∬ 500(𝑥 + 𝑦)𝑑𝑥𝑑𝑦

⬚

𝑦>𝑥,10<𝑥,𝑦<20

= 10 ∫ (∫ 𝑦𝑑𝑥
20

𝑦

) 𝑑𝑦
20

10

+ 5 ∫ (∫ (𝑥 + 𝑦)𝑑𝑥
𝑦

10

) 𝑑𝑦
20

10

=
20000

3
+ 7500

≈ 14166.67 (yuan). 

 


